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Web Appendix A: Consistency of Estimating Optimal Treatment Regimes

Using the notation in the paper, we denote π1 as the decision {d1} at first line and denote

π2 as the decision {d2, TM} at second line. Moreover, we let T1(π1) be the potential survival

time after first line treatment but before second line treatment. We also let T2(π1, π2) be

the potential survival time after second line treatment given T1(π1) = t2. Additionally,

S1 denotes the states at first line and S2(π1) denotes the state at second line. Note that

the potential survival time is T1(π1) + T2(π1, π2)I(T1(π1) = t2). Under a counterfactual

framework, to find the optimal treatment strategy, we need to maximize the value func-

tion Eπ1

[
T1(π1) + I(T1(π1) = t2) maxπ2 Eπ1,π2 [T2(π1, π2)|S2(π1), T1(π1) = t2]

∣∣∣S1

]
, where Eπ1

denotes the expectation when the decision at the first line is set to be π1, and Eπ1,π2 means

the expectation when the decision at the second line is also set to be π2. Specifically, the

optimal treatment regime can be obtained via the Q-learning algorithm:

π∗2(π1) = argmaxπ2
Eπ1,π2 [T2(π1, π2)|S2(π1), T1(π1) = t2], (A.1)

and then

π∗1 = argmaxπ1
Eπ1

[
T1(π1) + I(T1(π1) = t2)Eπ1,π∗2(π1)[T2(π1, π

∗
2(π1))|S2(π1), T1(π1) = t2]

∣∣∣S1

]
.

(A.2)

We now justify that the above functions of the potential outcomes in (A.1) and (A.2) can

be estimated consistently via the observed data under our sequential randomized designs. In

addition, we assume the consistency assumption (Cole and Frangakis, 2009), i.e., the times

T1 and T2 satisfy

T1 =
∑
d1

T1(d1)I(D1 = d1), T2 =
∑
d1,d2,t

T2(d1, (d2, t))I(D1 = d1, D2 = d2, TM = t).

Following Murphy (2005a), the sequential randomized assumption implies that

Eπ1,π2 [T2(π1, π2)|S2(π1), T1(π1) = t2] = E[T2(π1, π2)|S2(π1), T1(π1) = t2, D1 = π1, (D2, TM) = π2],

so it is equal to E[T2|S2, T1 = t2, D1 = π1, (D2, TM) = π2] by the consistency assumption.
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Similarly,

Eπ1

[
T1(π1) + I(T1(π1) = t2)Eπ1,π∗2(π1)[T2(π1, π

∗
2(π1))|S2(π1), T1(π1) = t2]

∣∣∣S1

]
= Eπ1

[
T1(π1) + I(T1(π1) = t2) max

d2,t
E[T2|S2, T1 = t2, D1 = π1, D2 = d2, TM = t]

∣∣∣S1

]
= E

[
T1(π1) + I(T1(π1) = t2) max

d2,t
E[T2|S2, T1 = t2, D1 = π1, D2 = d2, TM = t]

∣∣∣S1, D1 = π1

]
= E

[
T1 + I(T1 = t2) max

d2,t
E[T2|S2, T1 = t2, D1 = π1, D2 = d2, TM = t]

∣∣∣S1, D1 = π1

]
.

Therefore, both functions regarding the potential outcomes in the right-hand sides of (A.1)

and (A.2) can be estimated via estimating E[T̂D|S1, D1] and E[T2|S2, T1 = t2, D1, D2, TM ]

using censored data, where T̂D is as defined in Step 4 of the estimation algorithm given in

Section 3. In our paper, we estimate these conditional expectations via ε-SVR-C.

Web Appendix B: Example Matlab Code Used in the Simulation

The simple MATLAB code example for the simulation study in Section 4 is available under

the Paper Information link at the Biometrics website http://www.biometrics.tibs.org.
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